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Figure 1: (left) FDIRC optical design (dimensions are in cm). Dashed lines show photon paths from the
bar exit to the detector plane where they are focused onto. All paths include reflections on the two mirrors.
The green photon path includes also a reflection on the top of the wedge. (right) A 3-D sketch of the
photon camera from the Geant4 simulation. The paths of Cherenkov photons from a charged muon track are
represented in green. Few of them got reflected on the interface between the different quartz pieces. These
photons may result on a PMT hit, but they are significantly delayed and can easily be rejected.

3. First full-size FDIRC sector at the SLAC CRT

After the successful running of a first prototype consisting of an oil-filled camera [6, 7], the
final optics for one sector was built [8] to validate the FDIRC design for the SuperB experiment.
A new wedge and FBLOCK were machined out of fused-silica with a surface-polishing quality of
30 Å RMS. Then, the FBLOCK, the new wedge and the box containing the 12 DIRC bars were
coupled with optical glue.

The first full-size sector of the FDIRC is installed at the SLAC Cosmic Ray Telescope (CRT)
as shown in Fig. 2. This facility [9] is well suited for testing this kind of detectors since it can select
hard cosmic muons (Eµ > 2 GeV) with a tracking position resolution of ⇠5 mm, a tracking angular
precision of ⇠1.5 mrad, and very good timing thanks to a Cherenkov start-counter. Furthermore,
its large angular acceptance provides 3-D tracks and not just one-directional tracks as an electron-
beam.

The FDIRC prototype is equipped with 12 H-8500 MaPMTs (out of the 48 of the original
design). They are placed in the PMT plane region where most Cherenkov photons are expected.
The signal from each pixel passes through a SLAC amplifier card which provides a factor 40 of
voltage gain. Then, it is digitized by an IRS2 ASIC [10], a fast waveform sampler configured
to sample at ⇠2.7 GSa/s. The digitized data are sent to a back-end CompactPCI R� (cPCI) crate
via gigabit fiber links; a linux-based DAQ system running on a cPCI CPU collects the digitized
waveforms and stores them to disk for off-line analysis.
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